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Abstract

Building large-scale distributed systems these days is facilitated by a
number of distribution frameworks. However, in practice, we see that fail-
ure handling is often treated poorly in these frameworks. An exception is
transactions, which are a well-known approach for handling failure, and
we see that, indeed, these distribution frameworks provide for transac-
tion management. Transactions themselves have a number of drawbacks,
which have been addressed by the creation of a number of advanced trans-
action mechanisms. But, we see that such advanced transaction mecha-
nisms are not used in practice. We think that this is because developing
with these mechanisms are not well supported. Therefore, we state that
an essential part of a communication abstraction for distributed systems
should be a cleanly abstracted way in which to handle advanced transac-
tions, and support for the programmer to use these mechanisms.
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1 Introduction

Nowadays, building distributed systems is said to be easy: just use one of the
many distribution frameworks out there, such as, for example, an implementa-
tion of J2EE[12] or CORBA[1], and all the hard stuff will be taken care of for
you. Indeed, such frameworks will simplify such things as performing remote
method invocations, enforcing security restrictions on method calls, persisting
data, looking up services, and so on . . .

So, what a programmer needs to learn to be able to implement our Dis-
tributed Airspace System, is how to use one such framework by, for example,
perusing an EJB book[9]. Once versed in how to write these Beans, and to con-
figure the provided services, which, by the way, in itself, is not a trivial task, all
that remains is to write the system in standard OO style. The communication
abstractions provided by the framework will take care of all the hard stuff, and
we will be home free. Or so the promotional literature will lead us to believe.
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But, sadly, life is more complicated than this. In real life things go wrong:
the airport network goes down, application servers act up, planes fly out of reach
of standard radio communication, et cetera. If we want our Airspace System
to be useful, we need to be able to handle partial failures. So lets us examine
what the application framework documentation tells us. It turns out that this
usually amounts to very little1, what we find is that we will be notified that
something has gone wrong by a thrown exception. However, example code in
the literature will usually either ignore this exception, or stop the program,
which is clearly inadequate. Also, when browsing through research papers on
distributed systems, we all-too often find the equivalent of “the experiment was
run on a local network”, in other words, the possibility of partial failure was
effectively ruled out.

It’s easy to see why this is the case: handling failures is difficult. How to han-
dle a failure depends on lots of variables and is usually very application-specific.
But, whereas the distributed systems community has progressed considerably,
new tools and architectures that address specific kinds of applications being
released frequently, the handling of partial failures seems to be stuck in the
stone age. In the remainder of this paper we propose one way to evolve one
kind of failure handling into something more contemporary. The kind of failure
handling we wish to evolve is transaction management.

2 Transaction Management

In fact, transaction management has been with us almost since the stone age:
the oldest yet discovered instance of writing is the record of a number of
transactions[6]. The concept of transaction is widely disseminated, and again
if we look at architectures for distributed systems, we see that many include
support for transaction management.

Transactions are a good thing, because they ensure that concurrent processes
do not inadvertently work on each others’ intermediate results, and generally
prevent the underlying data of a system to become inconsistent. This effectively
prevents a whole slew of possible errors to occur, which is why transaction man-
agement has become quite essential in large multi-tiered distributed systems, of
which our Distributed Airspace System would most probably be an instance.

However, transactions are not a silver bullet: while we can prevent incon-
sistencies in the database, we can’t handle the problem of a crashed database
server by enclosing database accesses within a transaction. Furthermore, using
transactions in itself leads to an extra type of possible failures: transactions
may be rolled back by the transaction manager to break deadlocks.

But let us remain focused and simply concentrate on one small aspect of us-
ing transactions: how to handle rollbacks in case of a deadlock. Again, looking
at the literature for the distributed systems frameworks, we see no thorough
treatment of this kind of failure. This could well be because these kinds of fail-
ures have been estimated to occur seldom, but if we want a reliable Distributed
Airspace System we need to handle them.

Consider, for example an aircraft transmitting turbulence data, to be stored
in a database for later retrieval. It makes sense to enclose this in a transaction,

1This is not a criticism on the specific book cited above, this problem recurs in the majority
of the related literature
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to prevent interference with data from other aircraft in the same area. However,
it might easily be possible that, due to the turbulence, the radio link is lost for a
significant amount of time, and the transaction will take a long time to complete.
This has as a well-known issue in that the likeliness of deadlocks increases as the
transaction time increases [6]. Also, we can envision other, similar, scenarios,
where people use a PDA with a wireless link to book a plane ticket when on the
move, and the PDA suddenly loses the network connection. We should be able
to handle these kinds of failures, and preferably this should not happen ad-hoc,
in a (sub-)application-specific way, but using a more generic model.

3 Advanced Transaction Management

Classical transactions, as described above, have been developed to treat small
units of work, which only access a few data items. As a result, as transaction
time grows, and the number of data items accesses becomes larger, the per-
formance of the system will drop significantly[6]. This is due to a number of
factors, for example the increased chance of deadlocks associated with longer
transactions, and the large discrepancy between complex applications and their
data requirements and the simple functionality of transactions.

To increase application performance, and to address additional requirements
such as cooperation between transactions, a number of advanced transaction
mechanisms (ATMS) have been developed2. However, each ATMS usually fo-
cuses on one single issue, and no overall system has been developed which treats
a large number of the identified drawbacks of classical transactions. An impres-
sive number of alternate ATMS can be found in the literature, and two books
have been published about the subject [2, 7].

Even if focusing on the issues of deadlocks, due to long term transactions,
we can identify different ATMS which handle this issue, for example Sagas[4]
and Altruistic locks[10]. In the remainder of this section we briefly outline both
mechanisms.

Sagas relax the atomicity requirement of long-term transactions by split-
ting them into a sequence of atomic sub-transactions. The sequence of sub-
transactions should either be executed completely or not at all. Splitting the
long-term transactions releases locks earlier, which increases concurrency as
other transactions can execute concurrently, and decreases the probability of
deadlocks, since after each sub-transaction all locks are released, and each sub-
transaction will probably require less resources than the complete Saga.

But what if we want to be able to handle roll-backs of the Saga? In these
cases, compensating actions must be executed to undo the effects of already
committed sub-transactions. To allow this, the transaction programmer defines
a compensating transaction for each sub-transaction. This transaction then per-
forms a semantical compensation action. So to roll back a Saga, the transaction
manager aborts the currently running sub-transaction, and subsequently runs
all required compensating transactions in reverse order.

An alternative to Sagas is the use of altruistic locks, which is an extension
of the two-phase locking protocol that is most commonly used in transaction

2Of these, the most well-known ATMS is nested transactions [6]. Briefly put, nested
transactions allow for hierarchically structured transactions, and includes rules for nesting
the scope of commitment and recovery.
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management. When using altruistic locking, a long-term transaction that de-
termines it no longer needs access to certain database objects can release the
locks on these objects early, and donate them to other, waiting transactions.
This in contrast to two-phase locking, where the first phase of a transaction
consists of acquiring locks, and the second phase releases those locks; once a
lock has been released, no more locks may be acquired. Using altruistic locking
however, a transaction may donate any of its locks, both in the acquisition and
in the release phase of the transaction. The donation of a lock signifies that
the transaction no longer needs access to that object. This implies that other
transactions may access this object concurrently. There are a number of restric-
tions posed on acquiring donated locks, which must be obeyed at runtime, but
we will not discuss them here, as it is outside the scope of this paper.

So, it appears that by using these advanced transaction mechanisms, we
have a systematic way in which we can tackle transactional problems, and it
appears that we have been talking about a non-issue. But appearances can be
deceiving, and it turns out that we do have an issue here.

4 Advanced Transaction Management in the 21st
Century

The sad state of failure handling in general also applies to these advanced trans-
action mechanisms: while these mechanisms have been developed in the 80s and
90s, we still see no use of them in commercial systems. Indeed, we are even hard-
pressed to find the most well-known model: nested transactions, in a commercial
system.

It would seem that this is the case because implementing a transaction pro-
cessing monitor which enforces these mechanisms is an unsurmountable task,
but this is not the case. Several TP monitors for these ATMS’ have been imple-
mented, both in the 80s and 90s [2, 7] and recently [8]. So the problem should lie
elsewhere, and given the track record of how error-handling is treated in these
kinds of systems, we think we have found the root cause of the absence of the
usage of ATMS.

It is our position that the problem with advanced transaction mechanisms
lies in the difficulty for the application programmer to specify how to use these
mechanisms. Given their nature, an ATMS needs more information about the
transaction than a classical system. For example, in Sagas we need to split
the transaction in atomic steps and specify compensating transactions, and in
Altruistic locking, we need to specify when locks are donated. However, we
think that, since letting the developer specify error-handling code is already an
issue with current systems, having him go the extra mile to use a more generic
ATMS, instead of using an application-specific hack, will be nigh-on impossible.

Therefore, to be able to effectively use these ATMS, we should support
the application programmer when specifying these advanced transactions. We
envision such tool support by, for example, using a plug-in for an Integrated De-
velopment Environment. The plug-in would use some form of reasoning about
the code (i.e. code-mining) to determine interesting transactional properties of
the code being investigated. The programmer is presented with this information
at a higher level of abstraction, and can specify the required transactional prop-
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erties at this higher abstraction level, for example by using a Domain Specific
Language [13].

We have implemented a first, small, prototype tool[3] for use in Enterprise
JavaBeans[11] as a first step toward this goal. Our tool can detect methods that
should be made transactional, based on the types of beans being accessed and
if getters or setters are called on these beans. Also, again by using code mining,
our tool can suggest possible compensating methods for the current method,
allowing the programmer to pick one from a list. Furthermore, our tool includes
a simple extra that facilitates the handling of deadlocks: the programmer can
specify that in such cases the transaction should simply be restarted, by re-
starting the corresponding method.

We are currently extending our tool, and considering the following avenues
for further work: First we are looking at what more useful information can
be gathered from the source code, which we can bring to a higher abstraction
level and present to the programmer. Second, we are considering what other
generic deadlock- or exception-handling strategies could be worthwhile to offer
the programmer. Third, we are perusing the work on coordination languages[5]
to investigate how transaction sequences can be specified, for use, in for example,
Sagas.

5 Conclusion

In this paper, we have talked about failure management in a large scale dis-
tributed system, such as, for example, a Distributed Airspace System, and how
the tackling of this aspect seems to be somewhat lacking in current day sys-
tems. We have focused on transaction management as a widely-used means of
performing a subset of failure prevention and failure management. We identi-
fied a weak point of transaction management, namely the problem of deadlocks,
especially in long-term transactions.

We have shown that a number of solutions exist for the drawbacks of trans-
action management, in the form of advanced transaction mechanisms. Many
such mechanisms have been developed, and we briefly touched on two of them:
Sagas and Altruistic locks. However, while this research was performed a while
ago, we see that these models have not been put into practice.

Our position statement is that this is because such advanced mechanisms
are too difficult to use by the application programmer without some form of
help: they require too much advanced information to be specified. Therefore,
we have implemented a prototype tool to help the programmer, by allowing
him to reason about such forms of transaction management at a higher level
of abstraction. This is achieved by mining transactional information hidden
within the source code, and allowing specification of properties at this high
level of abstraction through a domain-specific language.
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