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Abstract
With the advent of WebAssembly (Wasm), programming microcon-
trollers (MCUs) has become possible by leveraging on a wide range
of languages (e.g., Rust, AssemblyScript, C, C#, Go, C++) that com-
pile toWasm. However, currentWebAssembly debugging support is
still in early development and is designed for applications running
on desktop machines, making it too resource-intensive for MCUs.
While DWARF and OpenOCD have facilitated language-agnsotic
debugging for languages like Rust, Go, and C, these solutions are
limited to languages that compile to native machine code and fail to
target IoT systems. Consequently, IoT systems often undergo only
partial debugging, increasing the likelihood of severe and frequent
concurrency and communication bugs.

In this position paper, we explore the challenges and issues asso-
ciated with language-agnostic debugging. We identify several key
requirements for effective language-agnostic debugging, such as
the need for over-the-air debugging and the ability to perform distri-
buted debugging operations. Additionally, we present an envisioned
language-agnostic debugging approach based on WebAssembly,
designed to support the debugging of large-scale distributed IoT
systems.

CCS Concepts
• Software and its engineering→ Software testing and debug-
ging; Virtual machines; • Computer systems organization →
Embedded software.
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1 Introduction
Microcontrollers (MCUs), such as the ESP32 [11], are hardware-
constrained computers used to build Internet of Things (IoT) systems
in domains such as smart cities, smart hospitals, and more. With the
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advancements in MCU hardware capabilities, modern MCUs are no
longer limited to functioning solely as sensors. Instead, they have
now the ability to perform smart computation such as analytics
based on Machine Learning models [8].

While C and C++ have been the de facto standard for program-
ming MCUs, over the last years, managed programming languages
such as JavaScript [12, 28], Python [14], and Erlang [4], have grad-
ually targeted MCUs through the use of lightweight Virtual Ma-
chines (VMs), or compilers that generate native code that runs
on MCUs [32, 37]. As a result, modern IoT systems are complex
distributed systems composed of numerous MCUs interacting with
one another, through different communication channels [25] (e.g.,
Wi-Fi, Zigbee, LoRa) that perform smart computation.

As more and more programming languages (e.g., Rust, Go,
Python) target MCUs, the need for suitable testing and debugging
support for these languages becomes necessary. A large number
of existing debugging support, however, is only available for C
and C++ applications [7, 36, 40], whereas debugging support for
other languages is scarce, if not missing. Several VMs targeting
MCUs, such as Espruino [12] and WARDuino [17], offer debuggers
with classical debugging operations, such as step into and step over.
Numerous MCU VMs [4, 14, 28, 39], however, lack any debugging
support. And as existing desktop debuggers cannot be used to de-
bug MCUs due the hardware-constraints, debugging support has to
be implemented over and over again for each new VM or language
targeting MCUs.

To the best of our knowledge, OpenOCD [27] has emerged as the
only language-agnostic debugging solution for MCUs, supporting
several programming languages including Rust, Go, C, and C++.
However, OpenOCD is specifically designed to debug applications
that compile to native MCU machine code, making it unsuitable for
debugging applications that compile to bytecode run on a MCU run-
time [12, 14, 28, 39]. Additionally, OpenOCD was designed to target
single MCUs, making it unfit for language-agnostic debugging of an
entire IoT system. As a result, there is a lack of language-agnostic
debugging support that can target bytecode-compiled languages
and modern IoT systems.

In this paper, we explore the challenges of providing language-
agnostic debugging able to target both individual MCUs, similar
to OpenOCD, and modern IoT systems composed of numerous
MCUs running different programming languages. We envision a
solution that builds on top of WebAssembly (Wasm) [18], which
is a binary instruction format that serves as a compilation target
for numerous programming languages, including Go, C, C++, Rust,
and AssemblyScript. By enabling language-agnostic debugging
for WebAssembly, we believe that it is possible to target all the
languages that compile to WebAssembly.

Designing a (WebAssembly) language-agnostic debugger for
MCUs comes with several challenges:
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Hardware-Constraints Debuggers targeting programs run-
ning on MCUs need to account for the MCU hardware re-
strictions. These restrictions require software to be written
in a way that minimizes memory consumption, computa-
tion power, and energy consumption. According to a 2021
study [24], 63% out of 193 surveyed IoT developers find this
task very challenging.

Over-The-Air Debugging MCUs are not always physically
accessible as they can be deployed in remote locations. This
forces tooling support to be open for over-the-air debugging
via communication channels such as Wi-Fi, BLE, and Zigbee.
Additionally, debugging support should also be provided in
a way that minimizes over-the-air communication as this
tends to drain the battery life of MCUs [5].

Distributed and Scalable IoT systems are inherently distri-
buted and can scale to thousands of MCUs that (partially)
interact with each other to provide a service. Implementing
a debugger for such systems requires debuggers that can
deal with many MCUs and coordinate debugging operations
across groups or all of them. Additionally, large-scale de-
bugging operations must be carefully designed to minimise
network overhead and system interruptions.

MCUs Run Different Languages Modern IoT systems may
consist of MCUs running the same or different languages.
Consequently, debuggers must ensure that debug operations
remain applicable across variousMCUs, regardless of the pro-
gramming language used on each MCU. This is challenging
because debugging operations are often tied to a program-
ming language, and some operations are only relevant to
some programming languages.

In the remainder of this paper, we will first elaborate on Web-
Assembly (section 2) and the opportunities and challenges that
arise from using it as a language-agnostic foundation. Then we
will overview the problem statement (section 3) and our envisioned
objectives (section 4).

2 Debugging WebAssembly on MCUs
We discuss what makes WebAssembly interesting for targeting
MCUs, the current approaches for debugging WebAssembly, their
limitations, and the challenges linked to implementing debuggers
for WebAssembly.

2.1 WebAssembly for MCUs
WebAssembly presents several strengths that make it a suitable
candidate for language-agnostic debugging of MCUs.

First, numerous programming languages (e.g., Rust, C, C++, Go,
AssemblyScript, F#), already compile to WebAssembly while many
more are gradually targeting it [3]. The debugging support can
potentially target all of these languages that do compile to Web-
Assembly. Second, WebAssembly’s bytecode has been intention-
ally designed to be compact and small in size [18], making it suit-
able for hardware-restricted devices such as MCUs. Finally, Web-
Assembly is hardware-independent [18], meaning that as long as
a WebAssembly runtime is available for a target hardware. Web-
Assembly applications can, as far as we know, with little to no
compiler configuration, target the hardware via the runtime.

In the case of MCUs, several WebAssembly runtimes (e.g., WAR-
Duino [17], Wasm3 [39], WAMR [2]) can already target MCUs. This
enables many languages that compile toWasm to also run onMCUs.

2.2 WebAssembly Debugging Formats
To debug WebAssembly applications, compilers typically generate
debugging information according to two debugging formats:

Source Map Spec The Source Map Spec [33] was originally in-
troduced for debugging TypeScript applications transpiled to
JavaScript on theWeb.WebAssembly language implementers
have typically opted to generate this debugging information
when targeting the Web because it is natively supported by
all major browser vendors. WebAssembly-compatible lan-
guages that generate this format include AssemblyScript and
Rust, where Rust relies on an external tool to produce it [26].

DWARF DWARF [9] was originally introduced for debugging
ELF-binary files, a standard executable file format for the
UNIX OS, and has since been extended to other OSs. It is
typically the debugging format of choice when compiling
applications to run on desktop machines. Currently, several
debuggers rely on DWARF, such as GDB [15], LLDB [23],
and OpenOCD [27] for MCUs. WebAssembly-compatible
languages that generate this format include Rust, Go, and
Zig.

We have identified a number of limitations that arise when using
such formats for building debuggers.

Source Map Spec Lacks Debugging Information. The Source Map
Spec does not provide sufficient debugging information for source-
level debugging. In particular, it cannot map WebAssembly byte-
code level state to source-level state. Consequently, Source Map
Spec debuggers, such as those in browsers, are forced to provide
debugging support at the level of the WebAssembly bytecode. For
instance, if the application developer pauses the debugger at a
specific source-location, the debugger cannot show the content of
variables in-scope (e.g., object fields, string). Instead, it only shows
bytecode-level content (e.g., linear memory, stack). To view source-
level variables, tool users must mentally reconstruct their state
from the bytecode-level content.

DWARF Requires Machine to Source-Level Adaptors. Unlike the
Source Map Spec, DWARF provides debugging information that
enables source-level debugging. Debuggers that rely on DWARF
(e.g., OpenOCD, GDB, LLDB), however, have been primarily de-
signed for applications that compile to native machine code. Using
these debuggers for bytecode applications, such as WebAssembly,
requires the runtime implementers to create mappers that trans-
late machine-level operations to source-level debug operations. For
instance, a step into operation, which advances computation to the
next source-location, requires among others runtime implementers
to ensure that the PC pointing to the machine code of the runtime
stops when the instruction PC (i.e., the PC used internally by the
runtime to point to a bytecode instruction) reaches the instruction
corresponding to the next source-location. Two mappings are re-
quired: one from machine code to bytecode-level and one from
bytecode-level to source-code level. This effort must be repeated
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for each debug operation and WebAssembly runtime that wishes
to integrate a DWARF-based debugger.

Debugging Formats Are Resource-Intensive. Regardless of the gen-
erated debugging format, the obtained debugging information is
too large for storing on MCUs. To showcase this issue, consider
the small Blink Led example written in Rust depicted in Figure 1.
The application repetitively turns a led on and off after a constant
period of time. When compiling the example to WebAssembly with
the debugging flags enabled1, the Rust compiler generates a Wasm
module (i.e., the WebAssembly bytecode that can be given to a
WebAssembly runtime) extended with DWARF-based debugging
information. The obtained module totals a size of 4.5 KB where
approximately 84% of the size is due to the debugging information.
As is, this module cannot be deployed on a MCU due to its lim-
ited storage capabilities (e.g., the M5StickC [34] has 4MB of Flash
Memory and 520 KB of SRAM). Additionally, the need to deploy
along the module extra software, such as theWebAssembly runtime
and OS, further reduces the available storage space. Similarly, the
Source Map Spec debugging format is also heavily weighted.

While tools are available to trim the debugging information
from the Wasm module [1], the large size of the debugging infor-
mation has implications for the design of MCU debugging support.
Since MCUs cannot store debugging information, WebAssembly
debuggers must (1) operate from an external machine where the de-
bugging information is held and (2) map debugging operations from
source-level to bytecode-level, as MCUWebAssembly runtimes lack
direct access to source-level debugging information.

2.3 Challenges for Debugging WebAssembly
With the aforementioned limitations, we can observe several chal-
lenges.

Variability in Debugging Information. Overall, the number of debug-
ging formats, the differences in debugging information provided
by the formats, as-well-as the potential inconsistencies within a
debugging format (e.g., DWARF content may vary depending on the
compiler [9, 22]) pose significant challenges for the implementation
of language-agnostic debuggers for WebAssembly. On one hand,
debuggers must account for different debugging formats to ensure
compatibility with any language. On the other hand, debuggers
need to offer consistent debugging support despite the different
depths and inconsistencies of the debugging information provided
by a debugging format.

Map Source-Level to Bytecode-Level Operations. The large size of
the debugging information forces WebAssembly debuggers to be
implemented as components that primarily drive the debugging be-
haviour externally from theMCU. This new design poses challenges
for the implementation of debuggers. In particular, the implementa-
tion of some debug operations (e.g., break on line 18, step into call)
will have to primarily occur on an external machine. Where the
external machine will have to find a way how to map source-level
operations to bytecode-level operations. This is not trivial as sev-
eral debug operations are language-dependent and the connection

1rustc -C link-self-contained=no -C link-args=–no-entry -C link-args=-zstack-
size=32768 --target wasm32-unknown-unknown -g blink.rs

1 / / . . .
2
3 pub fn de l ay (ms : u32 ) {
4 unsafe {
5 / / e x t e r n env f u n c t i o n
6 ch i p _d e l a y (ms ) ;
7 }
8 }
9
10 # [ no_mangle ]
11 pub fn main ( ) {
12 const LED : u32 = 1 0 ;
13 const SLEEP : u32 = 1 0 0 0 ;
14 const OUTPUT : u8 = 2 ;
15 const ON: u8 = 1 ;
16 const OFF : u8 = 0 ;
17
18 pin_mode ( LED , OUTPUT) ;
19
20 loop {
21 d i g i t a l _ w r i t e ( LED , ON) ;
22 de l ay ( SLEEP ) ;
23 d i g i t a l _ w r i t e ( LED , OFF ) ;
24 de l ay ( SLEEP ) ;
25 }
26 }

Figure 1: Rust Blink Led Example that at each iteration turns
ON andOFF a LED after SLEEP ms. The functions called in the
main are implemented in terms of function calls imported
from the WARDuino [17] runtime.

between the bytecode and language syntax or semantics is not
necessarily clear.

High Debugging Runtime Overhead. The large size of the debugging
formats has also implications on the runtime performance of the
debugging support. In particular, as each debug operation applied
on the runtime happens at the bytecode-level, source-level debug-
ging can become highly inefficient. For instance, a source-level step
operation that leads to the next line of source code may require 10
consecutive step operations at the level of WebAssembly. This can
result in drastic overhead, particularly, when implementing more
advanced debug operations and debugging over-the-air.

3 Problem Statement
In what follows, we identify several problems that hinder the de-
bugging of a single MCU or an entire IoT system.

Redundant Modus Operandi for Debugger Implementation. Existing
desktop debugging tools are not tailored to the unique character-
istics of MCUs or IoT systems, particularly, the limited hardware
capabilities of MCUs [24]. As a result, application developers can-
not rely on desktop debuggers to target MCUs. Instead, tool imple-
menters have to continuously invest effort in implementing new
debuggers that target MCUs. With the rise in lightweight VMs
for MCUs [4, 12, 14, 28, 39], this effort must be repeated over and
over again for each new programming language that targets MCUs.
While implementing a new debugger per language can result in a
debugger fully tailored to that target language, particularly when
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the tool implementers control the VM implementation. This ap-
proach, however, does not scale to IoT systems running different
languages, as it would require the language-dependent debugger
to accommodate all possible MCU VMs and languages.

Unexisting Debugging Support Leaves Systems Partially Untested.
Modern IoT systems can consist of MCUs running different lan-
guages. When debugging such systems, application developers are
potentially forced to alternate between the available debuggers to
target their desired languages.

However, debugging support is not always available for every
language [4, 14, 28, 39], which forces application developers to
rely on log-based debugging [24], or on tools that are not tailored
for source-level debugging of MCU bytecode applications such as
OpenOCD [27]. Therefore, as long as debugging support is nonex-
istent for some languages, it is very hard for application developers
to debug all parts of an IoT system.

(Advanced) Debug Operations Are Language-Dependent. Debugging
support for MCUs has already been in place for a couple of years [12,
20, 27, 31, 40]. However, not every debugger provides the same level
of debug operations. Although many do provide debuggers with
classical debug operations such as step into, step over, and more,
only a few [20, 40] provide advanced debugging operations highly
beneficial for MCUs. A 2012 study by Britton et al. [6] has shown
that having access to advanced debug tool operations, such as back-
in-time debugging, is crucial to significantly reduce debugging time
and development costs. In the literature, we can find some examples:
Clairvoyant [40] provides the ability to trigger interrupt handlers
on demand which is highly beneficial as MCUs applications are
interrupt-driven. Moreover, recent work [20, 31] has made it possible
to reduce debugging overhead on MCUs and enabled step-back
debugging on MCUs.

However, by design, these (advanced) debug operations are only
available to the languages for which the debugger was designed.
Other languages cannot benefit from them. Instead, now application
developers are potentially forced to decide on the programming
language based on the available debugging support.

Incompatible Bytecode-Level Debugging Support. Currently, most
of the available debugging support has been designed to target
applications that compile to MCU machine code. For instance,
openOCD [27], which is the dominant approach for debugging
MCUs, allows us to debug applications written in languages such as
C, C++, Go [37], and Rust [32] since compilers exist that generate
native machine code for MCUs such as the ESP32 [10].

However, debugging bytecode applications run on top of a VM is
not possible at the source-level. With OpenOCD application devel-
opers will only be able to debug the VM and not their application.
More specifically, any debug operation applied will be applied to
the VM’s execution and not at the source-level of the bytecode.
As a result, tool users need to manually perform mental adaptions
between machine-level to source-level code when using OpenOCD.

Lack of Distributed and Scalable Debugging Support. Many of the
debuggers that target IoT systems such as Sympathy [30], Mon-
tiThings [19], and IoTReplay [13], are designed for Wireless Sensor
Networks (WSN) [35] where MCUs are sensors that periodically
send telemetry data to central servers. Troubleshooting WSNs is

primarily achieved by (passively or actively) observing network
activity. However, modern IoT systems are composed of MCUs
that perform smart computation and may require complex interac-
tions to enable a distributed service. Thus introducing the need for
debuggers able to debug individual MCUs or subsets of a System.

To the best of our knowledge, Clairvoyant [40] is one of the
few debuggers capable of targeting individual MCUs or subsets
of a system as it provides debug operations that apply to both
individual MCUs (e.g., break, step) or the whole system (e.g., global
break, global continue). However, the system-wide debug operation
of Clairvoyant are 5 operations that apply to all MCUs of a system.
There is no support for distributed debug operations that can for
instance be applied to a selection of MCUs (e.g., break MCU x and
y on message received from MCU z). These kinds of distributed
debug operations are crucial to help detect concurrency bugs which
according to several studies [21, 24, 38] are considered to be frequent
and severe in IoT systems.

Debugging Formats Require Additional Hardware and Adaptors. De-
bugging formats, such as DWARF [9] and the Source Map Spec [33],
are memory-intensive and therefore cannot be stored on MCUs. As
a result, MCU debuggers using such debugging formats are forced
to operate from an external machine. For instance, in the case of
OpenOCD, the debugging software is deployed on a separate ma-
chine and it connects physically to a MCU to enable debugging via
the JTAG [16] interface usually physically present on a MCU.

However, this setup becomes rapidly costly and unpractical when
transitioning to over-the-air debugging. This is because these de-
buggers need to maintain a physical connection to the MCU for
debugging. For instance, in the case of OpenOCD, when transition-
ing to over-the-air debugging, the physical connection to the MCU
needs to be maintained between OpenOCD and the MCU. This im-
plies for instance that for a desktop machine to be able to debug a
MCU over Wi-Fi, additional hardware (e.g., Raspberry Pi [29]) with
Wi-Fi capabilities needs to be deployed per MCU. The hardware has
then the responsibility to accept client-side desktop connections
and run the OpenOCD software that applies debug operations to
the MCU.

Additionally, as discussed in section 2, the use of DWARF re-
quires the implementation of adaptors that translate between ma-
chine-level debug operations to source-level operations to make
existing debugging support target bytecode applications.

4 Envisioned Language-Agnostic Debugging
Based on the aforementioned problems (section 3) andWebAssembly
debugging challenges (section 2), we formulate requirements that a
debugger should exhibit to enable WebAssembly language-agnostic
debugging tailored to MCUs and IoT systems:

Truly Language-Agnostic Debugger. A truly language-agnostic de-
bugger is a debugger that can target any language that compiles to
WebAssembly. To achieve this objective, the envisioned techniques
should not make any assumption on the generated debugging for-
mat as this can vary per language and compiler.

Additionally, a truly language-agnostic debugger ensures that
debug operations (e.g., step into, step over) are applicable across all
languages that compile toWebAssembly. The operations should not
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be lost when targeting a different language. However, some debug
operations are language-dependent and only applicable to specific
sets of languages. For instance, a debug operation that breaks on
instance creation, is only applicable to object-oriented languages.
Therefore, the debugger should provide a way to (1) distinguish
between language dependent and independent debug operations,
(2) apply language-dependent operations in a language-agnostic
manner, and (3) implement a mechanism to selectively enable or
disable debug operations based on the target language.

Portability of Debugging Support Across WebAssembly Runtimes.
The investigated language-agnostic debugging techniques should
be portable to other MCU WebAssembly runtimes. This is partic-
ularly important as it eases the integration process of debugging
support into a WebAssembly runtime, thus reducing the need for
runtime implementers to reimplement existing debugging support
over and over again.

Over-the-air Debugging. The debugger should be designed in a way
to enable over-the-air debugging. However, this capability intro-
duces additional latency, which must be carefully accounted for,
especially when debugging IoT systems. For instance, reducing the
need for communication with the WebAssembly runtime can help
minimise the debugging latency.

Source-Level to Bytecode-Level Mappings. As the debugging formats
are too memory-intensive to store on MCUs. The implemented
debugger should therefore primarily run on a desktop machine and
function under the assumption that MCU WebAssembly runtimes
only operate at the bytecode-level, not at the source-level. As a
consequence, when performing debug operations, the debugger
will have to compute the behaviour of most of the debug operations
on the desktop machine and apply them on the MCU runtime when
needed. Part of this calculation involves mapping debug operations
between source-level code to the WebAssembly bytecode-level.

Distributed and Scalable Debug Operations. Due to the scalability
and distribution nature of IoT systems, debug operations should
easily target all or some MCUs part of a system. The debug op-
erations should also account for the possibility that they may be
applied jointly upon several MCUs. For this, we anticipate the need
for coordination mechanisms between those MCUs. In doing this,
we will be able to introduce distributed debug operations that can
help with the debugging of concurrency bugs that are omnipresent
in modern IoT systems.

System-wide Language-Agnostic Debugging. The debugger should
be able to dynamically target different programming languages
and smoothly transition between them. This is because when de-
bugging an IoT system where MCUs may run different languages,
debug operations need to remain language-agnostic. In particular,
we anticipate two kinds of debug operations for which language-
independence needs to be preserved: (1) debug operations that
target individual MCUs part of a system, and (2) distributed debug
operations that involve several MCUs part of a system.

5 Conclusion
In this paper, we have highlighted several challenges and problems
that complicate the implementation of language-agnostic debug-
gers for modern IoT systems. One major challenge is the need for
over-the-air debugging, which, combined with the hardware con-
straints of MCUs, poses significant challenges for tooling support.
Moreover, the need for additional hardware and adaptors has raised
more problems that complicate the implementation of scalable
over-the-air debugging support for large IoT systems. We have also
outlined key requirements for any language-agnostic debugging so-
lution. Specifically, the ability to identify both language-dependent
and independent debugging operations is crucial for ensuring that
debugging operations are portable across applications written in
different languages. Lastly, we have discussed and motivated an
envisioned solution for language-agnostic debugging based onWeb-
Assembly.

By building on previous work [20, 31], we are taking steps
towards implementing our envisioned WebAssembly language-
agnostic debugger. These early efforts made debugging over-the-air
possible but are only applicable to applications written in Textual
WebAssembly (i.e., a human-readable, bytecode-level programming
language syntactically close to WebAssembly). More recently, we
have extended these debuggers to support the debugging of Rust
and AssemblyScript applications.We are also exploring an approach
that could generalise the debugger to any language that compiles
to WebAssembly, though we currently lack sufficient evaluation to
confirm this claim. Additionally, we are designing a debugging API
that aims to enable distributed debugging operations, crucial for
modern IoT systems.
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