1. Introduction

Configuration languages are a very common solution to manage the variability in software systems. They can take the form of product models for software product lines [6], configuration files for software frameworks\(^1\), workflows for program generators\(^2\) as well as configuration models that are built into the software and can be changed at runtime [3]. Configuration languages can be defined in a variety of ways, ranging from grammars to XML schemas and meta-models. Often, a configuration language defines a number of constraints that rule out any inconsistent configurations. These constraints can be part of the language definition [4] or they can be defined separately [1]. The scope of such constraints is typically limited to so-called interaction constraints, which describe what configuration options can be combined with each other. This limit is caused by the vocabulary with which the constraints have to be expressed. This vocabulary is of course only scoped to express the possible configurations.

Another kind of constraint that can apply to configurations, is a contextual constraint. Contextual constraints refer to the context in which a software system must work. The relationship between context and programming is described in Context-Oriented Programming [5]. We believe that, in order to describe constraints based on context for a configuration language, there must be an explicit vocabulary of this context. These contextual constraints can then be bound to the configuration language by relating them to the configuration language definition (grammar, schema, meta-model, ...).

Ontologies have proven to be a suitable format for describing the concepts that can occur in the context [11][8][7]. The standard ontology language OWL [10] provides a way to reason about ontologies with description logic using the OWL DL variant. We have shown in previous work that it is possible to express platform concepts and platform dependency constraints in OWL DL [14], where platform represents a part of the context for a software system. We believe that it is possible to generalise this approach to context and context constraints.

In the rest of this paper, we discuss briefly how context and context constraints can be expressed in OWL DL. We then illustrate how context constraints can be integrated with a configuration language. Finally, we conclude this paper with a summary.

2. Using OWL DL for context

In order to express context constraints, we define an explicit ontology of the context concepts we want to reason about. This ontology is used as a basis to express the current context as well as context constraints. Because the current context and the context constraints use the same context ontology, an automatic inference engine can determine which context constraints are satisfied by the context. We represent context constraints in OWL as classes. As an example of context and context constraints, we will use platforms and platform dependency constraints, respectively. Consider, for example, the “JavaAWTPlatform” platform dependency constraint shown in Fig. 1.

![Figure 1. Example platform dependency](image-url)

“JavaAWTPlatform” is represented as an OWL class with a necessary constraint as well as a necessary-and-sufficient constraint. Whereas it is necessary that each

---


\(^2\) [http://www.openarchitectureware.org/](http://www.openarchitectureware.org/)
3. Context constraints in configuration languages

Context constraints can be integrated with a configuration language by binding them to the language definition. The elements that make up a configuration language definition represent the available configuration options. In case of a grammar, each terminal and non-terminal represent a configuration choice. In case of an XML schema, each element represents a configuration choice. In meta-models, the meta-classes represent the configuration choices. We can annotate these elements of the language definition with the corresponding context constraints. Fig. 2 shows how the meta-model of a configuration language for a code generator framework can be annotated with context constraints.

The meta-model is defined using the Eclipse Modeling Framework (EMF) [2]. The EMF meta-modelling language (Ecore) allows for annotations to be added to each meta-element. We have added annotations to each meta-class with a context constraint. Each annotation points to an OWL description of the context constraint. These context constraints can now be used to assist in the configuration process:

- We can adapt the configurator tool to allow for correct configuration choices only, as well as sort the available configuration options most-specific-first.
- We can automatically select the best match to the context from a number of pre-defined configurations.
- We can (semi-)automatically generate configurations by using the context constraint class hierarchy and context constraint satisfaction checking.

We use the OWL class hierarchy of the context constraints to determine which configuration, or configuration choice, is more or less specific to the context. To achieve this, a translation must be made from the OWL class hierarchy to an ordered list of configurations, or configuration choices, respectively. A detailed description of this process can be found in [13], section 4.6.1.

4. Discussion

The scope of regular constraints on a configuration language is naturally limited to the vocabulary of that configuration language: the constraints are expressed in terms of the vocabulary that is available. We have identified another kind of constraint that relates to the context of the software system to be configured, which we call context – or contextual – constraints.

We have chosen to represent context and context constraints in OWL DL, which is a standard ontology language. Ontologies have proven to be well-suited for the description of context. Moreover, the fact that the description of context constraints already requires additional vocabulary, justifies the use of a separate formalism. We have shown how our separate description of context constraints can be integrated with the meta-model of a configuration language. We have indicated that this is also possible for other language definition formalisms, such as grammars and schemas. The choice of only annotating the meta-classes in a meta-model – or (non-)terminals in a grammar, or elements in an XML schema – limits the granularity of context constraints. Every instance of that meta-class must introduce the same context constraints, regardless of where they occur in the configuration model. Context constraints on attributes are also not possible, as attributes in a meta-model always have a primitive type: it makes no sense to define context constraints on primitive types. As a result, the configuration language
must be designed to allow for annotation with context constraints.

OWL DL performs well in describing provides/requires-style constraints, such as context constraints. The automatic hierarchy classification in OWL DL has proven useful to relate context constraints to each other in terms of specificity. From all the satisfied context constraints, the more specific constraint is a closer match the context. An important limitation of our method of defining context constraints is the way we chose to combine them: we do a separate satisfaction check for each constraint. A satisfaction check only involves checking that there are instances (context elements) for a context constraint. Sometimes, we want multiple context constraints to be satisfied by the same context element. For example, we require a Java runtime with AWT and we require a Java runtime with the Java 2 Collections API. We generally don’t want two separate Java VMs to each satisfy one of the constraints. To solve this problem, the context constraints must refer to each other: “a platform that provides the Java 2 Collections framework and is also a JavaAWTPlatform.” However, we don’t know which context constraints apply at the time they are defined: only when doing the actual configuring, can we know the applicable context constraints. This means that we cannot define this kind of constraint in OWL DL directly.

Automatic reasoning on OWL DL ontologies is no trivial task: determining standard OWL DL, which corresponds to the $SHOIN(D)$ description logic, satisfiability has a complexity of $NEXPTIME$ [12]. When limiting the usage of OWL DL to $SHIF(D)$, the complexity is reduced to $EXPTIME$ [12]. PSPACE complexity is only achieved when removing transitive roles (part of $S$), inverse roles ($I$), and role hierarchies ($H$), resulting in the $ALCF(D)$ description logic [12]. Current DL reasoner implementations can leverage limited usage of OWL DL at least down to $SHIF(D)$, which lacks inverse roles [9]. On the practical side, recent experiments with a $SHIF(D)$ ontology have shown consistent reasoning performance of ≈1 second when reasoning about ca. 1000 OWL classes (context vocabulary and constraints), of which about half is completely defined using an equivalence relationship, against ca. 50 OWL individuals (the context). This performance is achieved on a laptop with a 2 GHz Intel Core2 Duo processor. The whole tool setup, including reasoner, can work within 32 MB of RAM for this scenario. This means that we can reasonably expect OWL DL reasoning to scale sufficiently for use on today’s desktop- and laptop-class computers and tomorrow’s mobile devices. There are scenarios in which run-time adaptation to context with OWL DL context descriptions is feasible. A straightforward example is a software system that will deploy the most appropriate user interface to the end user device that presents itself to the system³.
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