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Software Product Line Engineering aims at delivering mas-
sively customized products within shortened development cy-
cles [1] [2] by systematically reusing software assets realizing
the functionality of one or more features, loosely defined
as units of variability. Users can specify products matching
their needs by selecting/deselecting the features and provide
additional values for their attributes. Based on such configura-
tions, the corresponding products can be obtained as a result
of the product derivation phase. A long-standing issue for
developers and product managers is to gain confidence that
all possible products are functionally viable, e.g., all products
compile and run. This is a hard problem, since modern soft-
ware product lines (SPLs) can involve thousands of features
and practitioners cannot test all possible configurations and
corresponding products due to combinatorial explosion. This
problem is even more exacerbated when dealing with qualities
aspects of products (performance, costs, etc.) usually requiring
their derivation. A promising approach is to sample a number
of configurations and predict the quantitative or qualitative
properties of the remaining configurations using Machine
Learning (ML) techniques [3]–[7]. Inference capabilities of
predictive models (classifiers) can prevent further derivations
while classifying configurations that have not been seen be-
fore. This way, configurations that do not match specific
properties can be automatically discarded permanently [7], [8].
However, we need to trust the ML classifier [9], [10] to avoid
costly misclassifications. Our overall goal is to study how
advML techniques can be used to assess quality assurance
of ML classifiers employed in SPL activities. We evaluate this
new approach on an industrial video generator (called MOTIV
[26]) capable of generating 10314 video variants. Our work
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makes the following contributions: (1) an adversarial attack
generator, based on evasions attacks and dedicated to SPLs;
(2) an assessment of its effectiveness and a comparison against
a random strategy, showing that up to 100% of the attacks
are valid with respect to the variability model and fooling
the prediction over videos leading to a 5% accuracy loss;(3)
a qualitative discussion the practical impact of advML in the
quality assurance workflow of SPLs among other aspects; (4) a
public repository gathering our implementation and empirical
results: https://github.com/templep/SPLC 2019.
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